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Abstract 
 
We develop a method for random assignment of language to participants in a controlled 

laboratory experiment, and use this to test the hypothesis that languages are learned more quickly 

when they can be identified with fewer number of observations. While the theory based on this 

hypothesis has generated substantial attention since being advanced by Blume (2005), evidence 

on its empirical validity has been elusive. Here we develop a novel extension of coordination 

games within which languages emerge endogenously. We show, first, that one can control 

features of an emergent language by varying the game’s incentives. This enables us to compare 

speed of learning across participants randomly assigned to different languages. Our data provide 

cogent evidence supporting the above hypothesis and Blume’s (2005) theory: Languages with 

compositional structures can be identified with fewer observations and are learned more quickly, 

and in this sense are efficient. Despite this, we find inefficient languages to sometimes 

emerge when they can be expressed using simple rules. 

 
Keywords: testing the efficiency theory of language, random assignment of language, laboratory 

experiment 
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1. Introduction 

We develop an approach for random assignment of language to participants in a laboratory 

experiment, and use this to test the hypothesis that languages are learned more quickly when they 

are determined by fewer observations.2 This hypothesis is the underlying premise of the Blume’s 

(2005) theory that has generated substantial multi-disciplinary attention3. Although several 

papers have made efforts to test this hypothesis, rigorous empirical evidence on its validity has 

been slow to emerge. Our approach allows us to compare learning efficiency between treatments 

with languages that require different number of observations to be determined, in the sense of 

Blume (2005). Our data provide rigorous evidence that languages are learned more quickly when 

they require fewer number of observations to be determined. 

Blume (2005) hypothesizes that people learn language by observation (or example), so that 

languages that require fewer examples to determine should be learned more quickly. He then 

proves that, under regularity conditions, the language requiring the fewest examples to describe a 

given set of objects is compositional. When combined with the hypothesis that people learn by 

example, this provides an explanation for why all human languages have a compositional 

structure: they can be learned more easily than non-compositional languages. 

Whether languages that require fewer examples to determine can in fact be learned more 

easily is of course an empirical question. One early paper to study this is Hong et al. (2017). 

Using a sender-receiver laboratory game, Hong et al. (2017) demonstrated convincingly that 

compositional grammars do emerge in the lab. While compositional languages often emerged, 

they also found non-compositional language to emerge, and they found inconsistent results 

regarding the number of new observations with which these different types of language were 

learned. One reason for this might be that they compare speed of learning languages that 

emerged within a single treatment, leaving open the possibility of selection effects: people who 

discover and use a compositional language may differ from those who discover and use 

 
2 The way observations are used to identify languages will be detailed below. Intuitively, a 
language is “identified” when it is known how to use it to describe objects. Different language 
structures require different numbers of observations (or examples) of language use to identify the 
language. 
3 See e.g., Hernández et al. (2012), Kyun (2012), Rai, et al. (2012), Suzuki (2020). Relatedly, 
from a different perspective, Blume (2000) points out the usefulness of a language’s structure in 
indicating new objects, and describes optimal learning with partial language in coordination 
games. The latter was tested by Blume and Gneezy (2000) using a laboratory experiment. 
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alternative languages, which may confound the within-treatment comparison due to (observable 

or unobservable) differences between subjects who self-select into different languages. Our 

paper complements the important initial effort by Hong et al (2017) by developing a design that 

allows for between-treatment randomized comparisons. We show this results in cogent evidence 

regarding speed of learning different types of languages. 

Our experiment builds from the coordination game introduced by Selten and Warglien 

(2007).4 Our participants play a communication game in pairs. Each pair is asked to label objects 

(emojis) using different pre-determined symbols (fruits). If their fruit labels match they can earn 

money, and if not they do not. The crucial feature of our design is that we vary the costs of using 

the fruit symbols between treatments. We show that doing this affects in predictable ways the 

nature of the emergent language. In particular, by varying incentives we can promote the 

endogenous emergence of two different compositional languages and one non-compositional 

language, all of which describe the same set of emoji objects.5 Moreover, these languages differ 

in the number of observations required to learn them, with one of the compositional languages 

requiring the least, and the non-compositional language requiring the most.   

We find, as did Selten and Warglein (2007), Hong et al. (2017) and Hong and Zhao (2017), 

that languages do emerge in all of our treatments and that some of these languages are 

compositional.6 The costs of the fruit symbols in one of our treatments promotes a compositional 

language that requires only three observations to learn (we denote this the 3-3 treatment), while 

our other treatment’s symbol costs promote a compositional language that requires four 

observations to learn, or alternatively a non-compositional language that requires five 

observations (we denote this the 4-2 treatment). Our main result is that the speed of learning 

 
4 A rich literature investigates the emergence of language and meaning, or the impact of meaning 
in economic contexts. See, e.g., Chan et al. (2011), Cremer et al. (2007), Devetag (2005), Franke 
(2014, 2016), Galantucci and Garrod (2010, 2011), and Weber and Camerer (2003).   
5 Rubinstein (1996) was the first to provide a formal economic analysis of the way incentives 
(“evolutionary forces”) of a language environment can impact the emergence and development 
of language. More broadly, work on economics and language includes Lipman (2003), Marschak 
(1965), and Rubinstein (2000).  
6 Compositional grammars, including all human grammars, have the advantage that they allow 
speakers to describe objects never before seen. This differs, for example, from simple codes 
which only allow one to describe known objects. A large literature highlights and explores the 
unique advantages of compositional grammars. See e.g., Bresnan (1982), Steinert-Threlkeld 
(2016) or Szabo (2013).  
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(measured as number of matches successfully created by a given round of the game) is 

economically and statistically significantly higher in the 3-3 treatment, which includes incentives 

that promote the language requiring the fewest number of observations to learn.   

The remainder of the paper is organized as follows. In section 2 we comment on the related 

literature. Section 3 reviews the model of language suggested by Blume (2005), and uses it to 

motivate our experiment design and hypotheses, which we report in section 4. Section 5 

discusses our results, and section 6 concludes. 

 

2. Literature Review 

Selten and Warglein (2007) (and earlier Blume, 1998) study the emergence of language in 

the laboratory. Selten and Warglein (2007) developed a communication game, a variant of which 

we use in our study, to investigate the structure of emergent language. They were particularly 

interested in the structure of emergent language, and in particular whether it is compositional. 

They found that perfect compositional structures emerged relatively infrequently, a result that we 

share. Our paper differs from theirs, however, in our focus on the ease and speed with which 

different languages can be learned. 

Hong et al. (2017) and Hong and Zhao (2017) report data from a sender-receiver game 

designed to study how language emerges in the lab. Both papers focus on the structure of 

language, with Hong and Zhao (2017) asking how the set of objects impacts the emergent 

language when a limited set of symbols can be used in expressions, while Hong et al. (2017) 

focus on whether emergent language is compositional, and whether compositional grammars can 

be learned more quickly than other emergent languages. Our paper is closely aligned to this latter 

investigation. 

Hong et al. (2017) use a canonical sender-receiver game with fixed roles and aligned 

interests. A random object is revealed to senders who then send a message to receivers. The 

receiver then guesses which object the sender saw. Both earn money if the receiver chooses 

correctly, and if not they do not. A main result of their paper is that perfect compositional 

languages emerges surprisingly regularly, from 50% to over 90% of the time, depending on the 

treatment. In contrast, Selten and Warglein (2007) report compositional languages to emerge 

only around 12% of the time, often less depending on treatment.  
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Hong et al. (2017) found convincing evidence that compositional language emerges. Further, 

on balance their data support the Blume (2005) hypothesis that compositional languages are 

learned more quickly than others. That said, Hong et al. (2017) were unable to assign language to 

participants randomly, but rather compared speed of learning between participants that learned 

different languages within the same treatment. The absence of randomization leaves open the 

possibility that their results are confounded by selection effects.  

Our paper returns to the challenge to assess speed of learning across languages that differ in 

the number of observations required to identify them, and does so in a way that randomizes 

participants to languages. We use the Selten and Warglein (2007) paradigm, where previous 

studies suggest it is rather difficult for perfect languages to emerge. This works to our advantage 

as we can examine how different languages structures evolve and develop over time. Moreover, 

by randomly allocating participants to languages, we are able to rigorously test whether numbers 

of observations required to identify a language affects the speed with which a language can be 

learned. 

 

3. A Model of Learning Language (Blume, 2005) 

The goal of participants is to describe objects in a set 𝛺𝛺 with messages from a set 𝑀𝑀, where 

each message is composed of symbols from a set 𝑆𝑆. We formalize this below. This formalization 

draws heavily from the development and notation of Blume (2005) and Hong et al. (2017).  

The following features of the environment are common knowledge. The objects have a 

product structure: 𝛺𝛺 =×𝑗𝑗=1
𝐽𝐽 𝛺𝛺𝑗𝑗 , with #𝛺𝛺 > 1, and 𝑀𝑀 = ⋃ 𝑆𝑆𝑖𝑖∞

𝑖𝑖=0 .  𝑀𝑀 is therefore the union of 

cross-products of 𝑆𝑆. We set 𝑆𝑆 to be a finite set of symbols where 𝑆𝑆𝑖𝑖 = 𝑆𝑆 for all i ∈ {0,1,2, … }. 

We also require that #S ≥ maxj #𝛺𝛺𝑗𝑗. We define a language to be a one-to-one function 𝑓𝑓: 𝜔𝜔 →

𝑀𝑀. Then, we let ℱ denote the set of all languages. An important regularity condition for speed of 

language results is that no language in ℱ is focal.  

We are interested how people learn languages from observation. We denote an observation 

from a language 𝑓𝑓 by �𝜔𝜔,𝑓𝑓(𝜔𝜔)�. Thus, an observation is a two-vector whose elements are a state 

and the corresponding language-induced message. Observations reduce the set of possible 

languages. Let ℱ(𝜔𝜔,𝑚𝑚) represent the group of all languages in ℱ consistent with observation 

(𝜔𝜔,𝑚𝑚). Following Blume (2005), learning from observations is defined as follows: A set of 
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observations 𝒪𝒪 induces the set of possible languages ⋂ ℱ(𝜔𝜔,𝑚𝑚)(𝜔𝜔,𝑚𝑚)∈𝒪𝒪 . We say a language is 

learned from observations 𝒪𝒪 if the induced set of possible languages is a singleton.  

Ease of Learning Hypothesis (Blume, 2005): A language 𝑓𝑓 is said to be easier to learn than a 

language 𝑔𝑔 if a (strictly) smaller number of distinct observations are needed to learn 𝑓𝑓.  

It is useful to define compositionality. For a given language 𝑓𝑓, if messages can be 

decomposed into coordinate functions whose domains are the factors of the state space, i.e., 

𝑓𝑓(𝜔𝜔) = �𝑓𝑓1(𝜔𝜔1), … ,𝑓𝑓𝐽𝐽�𝜔𝜔𝐽𝐽��, where 𝑓𝑓𝑗𝑗�𝜔𝜔𝑗𝑗� ∈ 𝑆𝑆 for all 𝑗𝑗 ∈ 𝐽𝐽 and each 𝑓𝑓𝑗𝑗  is an injection, then we 

say the language 𝑓𝑓 is compositional.  

Thus, if the meaning of any message in a language can be identified by combining the 

meanings of its symbols, then the language is compositional. Blume (2005) shows that as long as 

the objects have a product structure, there exists a compositional language that describes them 

and that requires the minimum number of observations to learn. Of course, not all compositional 

languages will achieve this lower bound.  

For example, in the case of our experiment below, the objects to be described are emojis. 

The 12 emojis we consider can be characterized in two dimensions: (affect; arousal). 

Consequently, one type of compositional grammar would use a unique symbol for each affective 

state (in our case happy, sad and surprised), and one symbol for each arousal state (we include 

four levels, from low to high).  

Alternatively, our emoji set can be organized into three dimensions (affect; arousal; red 

face). Under this structure, a compositional language would assign one symbol to each affect, 

one symbol to each of the (now three) levels of arousal, and one symbol to indicate the presence 

of a red face. While both grammars are compositional, we show below that it takes only three 

observations to identify the language in 2-dimensions, while it takes four to identify the language 

in 3-dimensions. Consequently, the framework above implies that the language in two-

dimensions (which we incentivize in the 3-3 treatment below) should be more easily learned than 

the language in three-dimensions (incentivized in the 4-2 treatment).7 

 
7 Adding dimensions to the product space need not necessarily increase the number of 
observations required to learn a language, as this number depends both on features of the product 
space as well as number of available symbols. When the number of available symbols is 
sufficiently large, as it is in our case, learning can be more difficult than when the symbol space 
is restricted (Blume, 2005).  
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4. Experiment Design     

We use emojis as objects and fruits as symbols. This differs from other laboratory 

experiments on emergent language (Blume et al, 1998; Selten and Warglien, 2007; Hong and 

Zhao, 2017; Hong et al, 2017). In those studies, the objects are geometric shapes and the symbols 

are either English letters or signs (e.g. !, @, #, $, %, ^). One reason we made this variation is to 

demonstrate that results on emergent compositional language are robust to types of objects and 

symbols used, since emojis are like most real-world objects, which not as obvious to be viewed 

as products of different dimension of features as geometric shapes. We did however want to 

preserve modularity of the objects in order to ensure that our experiment maps well to the 

motivating theory (Blume, 2005). The emojis we use have a simple product structure (e.g., 

affect, arousal) and thus serve well this purpose. 

4.1 Treatments 3-3 and 4-2 

Our experiment includes two incentive conditions, which we denote by 3-3 and 4-2, both 

building from the experiment design introduced by Selten and Warglien (2007). Within each 

incentive structure people play a communication/coordination game, as described below.  

Communication Game  

The communication game involves two players. They both see the same list of n objects on 

their own screens, with order randomized and different for different subjects. For each object on 

the list, both players need to compose an expression using 𝑚𝑚 symbols. Each player can choose 

any symbol(s) from the repertoire for each expression. The symbols may appear in any order and 

each may appear any number of times. It is not allowed to use the same expression to describe 

different objects or to leave a blank expression for any object.8 When both players have 

submitted their expressions for all the objects, one object is randomly selected and the players’ 

expressions for that object are compared. If the expressions perfectly match, the communication 

 
8 When a subject submits his/her expressions for all the objects in a round, if there is any 
identical expression used for different objects, or blank expression for any object, the program 
will display an error message to the subject and asks for a revision of the expressions until no 
violations of these rules are detected.  
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is successful and each of the subjects earns 10 EC, otherwise the communication fails and the 

subjects earn 0 EC.9  

Regardless whether communication succeeds, exactly one randomly selected player must 

pay the cost for all symbols used in her own expression for the selected object. The other player 

does not pay any cost. Following the design of Selten and Warglien (2007), the randomization 

occurs at the end of each round. Therefore, when subjects make decisions regarding their 

expressions, both have 50% chance to have to pay costs, meaning that both should be sensitive to 

the cost of their fruit expressions.  

At the end of each round, each subject receives the following information: the randomly 

selected object (emoji) and both subjects’ expressions for that object within the pair, his/her 

randomly assigned role (sender/receiver), his/her current round’s payoff, and the accumulated 

payoff from the first to the current round.   

Treatments 3-3 and 4-2: Details 

Participants play a 60-round communication game with emojis (e.g. , ) as objects, 

and fruits (e.g. , ) as symbols. Our treatment conditions are denoted 3-3 and 4-2. The full 

list of the objects (emojis) and the fruit repertoire with the costs, which vary between treatment, 

are listed in Table 1.  

For the first 10 rounds, subjects only need to form expressions for two emojis using two 

fruits, each with cost 1 EC. From 11th round to 30th round, four more emojis are introduced into 

the object set to be described, while the size of the repertoire remains as before. From the 31st to 

the 60th round, six new emojis are added to the set, and we also make four additional fruits 

available for the expressions. Some of these new fruits cost 1 EC, and some cost 5 EC per use, as 

shown in Table 1. Beginning with few objects and symbols leaves it easier for subjects to create 

a language. With the two distinct cost structures in the two treatments, we expect different 

language structures to emerge in a precise way that we detail further below.

 
9 Our game is a coordination game. The key difference between it and a standard coordination 
game is that the strategy space is infinite, in the sense that for each emoji the expression may in 
principle consist of an infinite number of fruits, which evidently leaves coordination more 
difficult ex ante.  
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Table 1. The emojis objects and the fruits repertoire (cost) in each round of the communication games in Treatment 3-3 and 4-2

 

Note: The number in the parentheses denote the cost per use of each fruit. E.g. ‘  (1)’ means each use of  or  costs one EC.
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The two incentive conditions are identical up to the cost of  which is 5 EC in treatment 

3-3 and 1 EC in Treatment 4-2. This means Treatment 3-3 includes three relatively lower-cost 

fruits ( , , ) and three with higher costs (  ,  ,  ) in the final 30 rounds, as 

compared to four lower-cost ( , ,  , ) and two higher-cost fruits ( ,  ) in 

Treatment 4-2.  

Subjects are endowed with 250 EC at the beginning of the 60-round communication games, 

and are informed that their initial 250 EC plus the ECs they earn during the communication 

games will be converted to US dollars at a rate of 1 EC= $0.03. Earnings were bounded below by 

zero (though as a practical matter this never occurred). 

4.2 Language Predictions 

In each part, we say a pair of subjects achieved a common code if they matched expressions 

for all 12 emojis in the final round of the communication game. A common code can be 

understood as an emergent language.  Our predictions regarding the nature of the emergent 

language build from two assumptions. The first is that subjects prefer to use a language with 

lower average costs per emoji. Selten and Warglien (2007) report cost efficiency is an important 

factor for communication in their experiment.  

Second, we expect, as found in the previous literature, emergent languages often to have a 

compositional structure. Tables 2(a) and 2(b) provide examples of compositional languages.  

Participants are of course allowed to develop any coding structure. While experimental studies 

find simple (non-positional) compositional languages do emerge frequently (Selten and Warglien, 

2007; Hong et al, 2017; Hong and Zhao 2017)10, simple non-compositional frameworks are also 

observed (Hong et al, 2017). An example of a simple but non-compositional language to describe 

our 12 emojis is the repeat pattern detailed in 2(a), with the exception that the red-faced emojis are 

assigned their own repeating fruit pattern, such as one banana for the smiling red-face and two 

bananas for the sad red-face. Because such a repeat pattern is unrelated to the red-faced emojis 

product structure, the language is non-compositional.

 
10 Another type of grammar, “positional compositionality”, may further lower expression costs. 
We do not consider these as they are difficult for participants to discover, are not observed in our 
experiment, and are very rarely been observed in previous related experimental studies (Selten 
and Warglien, 2007; Kirby et al., 2008; Cornish et al., 2010; Hong et al., 2017).   
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Table 2. Examples of Compositional Language 

 

(a)  2-Dimensional (2D) Compositional Language

 
 

(b) 3-Dimensional (3D) Compositional Language 
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Like all coordination games, anything on which people coordinate is an equilibrium. Based 

on the above two assumptions, however, it is easily verified that, given the cost structures, there is 

a unique cost-efficient simple (non-positional) compositional language in treatment 3-3, and two 

cost-efficient languages in 4-2, one compositional and one simple but non-compositional. These 

languages can of course be expressed in many different ways (by label switching, such as apples 

for bananas, for example). We predict the cost-efficient equilibria, examples of which are shown 

in Table 3, to emerge in our game.11  

In treatment 3-3, where there are only three low-cost fruits avaialable, the most cost-efficient 

language uses one type of the cheap fruit only ( , , ), for each affect, and then repeating 

that fruit to indicate level of arousal. For instance, as shown in the example in Table 3, using 

different numbers of apples to describe a series emojis with a smiling face, using bananas for 

frowning faces, and strawberries  for emojis with round-open mouths. Note that this languaage 

organizes the emojis according to two dimensions, affect and arousal, and thus we call this a 2D 

compositional language. 

In order to identify the specific 2D compositional language at use one must observe which 

fruit is assigned to which emoji, and must also observe the rule for describing levels of arousal. 

This can be accomplished with three observations. For example, in treatment 3-3 described in 

Table 3 below, the language is identified by observing the emojis assigned to one apple, two 

bananas, and four strawberries. This determines the fruit assigned to each affect as well as the rule 

and ranking of levels of arousal (the omitted fourth category of arousal – the three repeat - can be 

inferred from the other observations). Note that this compositional language is learning efficient 

in the sense that there is no language, compositional or otherwise, that can be identified with fewer 

than three observations in this case (Blume, 2005). 

For treatment 4-2, where there are four inexpensive fruits, the cheapest simple compositional 

language to express the 12 emojis uses a cheap fruit and its repetition for the emojis with same 

affect, but without the red faces. The red faced emojis are described by the combination of the 

fourth cheap fruit and the fruit associated with the emoji’s affect. Note that this compositional 

 
11 This prediction is supported by previous experiments using similar games (Selten and 
Warglien, 2007; Hong et al., 2017; Hong and Zhao, 2017), and more generally experimental 
work with coordination games (e.g., Van Huyck et al., 1991) as well as theoretical work on 
coordination games including Crawford and Haller (1990); and Crawford and Sobel (1982). 
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Table 3. Predicted Cost-Efficient Emergent Languages in Treatment 3-3 and 4-2. 

 

Note: The costs of the fruit sysmbols are displayed in the second row for each treatment.
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structure organizes the language in three dimensions, (affect, arousal, red), and thus we refer to 

this language as 3D compositional. An equally cost-efficient simple but non-compositional 

language uses a repeat pattern with the inexpensive fruit for the red-faced emojis.   

To identify that one is using the 3D compositional language one must know which  fruit is 

assigned to each affect, as well as the rule for describing the red faced emojis. This requires four 

observations. For example, observing the emojis associated with one apple, two bananas, three 

strawberries along with the combination of apple and grapes identifies the language. To identify  

the simple non-compositional language requires five observations, as one must observe the 

message associated with two of the red emojis in order to know the third, because the “repeat grape” 

pattern does not take advantage of the emoji’s product structure. 

In the 3-3 treatmemnt learning efficiency and economic efficiency are aligned. Note however 

that the 4-2 treatment involves tension between learning efficiency and economic efficiency. The 

learning-efficient 2D language is of course available in the 4-2 treatment, but it is more 

economically costly than the less learning efficient 3D or non-compositional languages. We 

hypothesize that people are more sensitive to economic costs than learning efficiency, but our 

experiment allows us to observe how this tradeoff resolves. 

4.3 Hypotheses 

Hypothesis 1: The frequency with which language emerges will be the same in the 3-3 and 4-

2 treatments.  

This hypothesis asserts that changing the incentive structure of the environment will not 

change the frequency with which language emerges. Incentives should however impact the nature 

of emergent language, as we detail in Hypotheses 2 below.  

Hypothesis 2a: An exact 2D compositional language emerges at least as frequently as the 3D 

compositional language in treatment 3-3. 

Hypothesis 2b: An exact 3D compositional language emerges at least as frequently as a 2D 

compositional language in treatment 4-2.  

Hypothesis 2c: An exact non-compositional language (repetition rule) emerges at least as 

frequently as a 2D compositional language in treatment 4-2. 

Note that Hypotheses 2a-2c make one-sided predictions. Note further that these hypotheses 

are knife-edge, focusing on 2D or 3D languages that emerge perfectly. We can broaden these 

hypotheses as follows.  
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Hypothesis 3a: In treatment 3-3, the emergent languages will be “closer” to 2D compositional 

language than either a 3D or non-compositional (repetition rule) language. 

Hypothesis 3b: In treatment 4-2, the emergent languages will be “closer” to a 3D 

compositional or repeat rule non-compositional than a 2D compositional language. 

We explain the measurement of “closer” below. Note that these are also one-sided predictions. 

Hypothesis 4: Learning is faster in 3-3. 

4.4 Procedures 

Experiments were conducted at the ICES lab of George Mason University in 2017. The 

subjects were recruited from the ICES subject pool consisting of undergraduate and graduate 

students from all backgrounds at George Mason University.  

Subjects are randomly assigned to different treatments. A total of 72 and 64 individuals 

participated in our Treatments 4-2 and 3-3, respectively. The communication games were 

implemented using software coded in Python, HTML, JavaScript and CSS. 

Each subject’s earnings include a $5 show-up fee at the beginning of the experiment and their 

performance-based earnings from the experiment. Each session on average takes 150 minutes for 

treatment 3-3 and 4-2. The average earnings are $36.5 in Treatment 3-3 and 4-4.12  

 

5. Results 

To test Hypothesis 1, following Selten and Warglien (2007), we evaluate whether, for the 60 

rounds of the communication game, each pair of subjects matched their expressions for all 12 

emojis in the final round. Using the observations from the two parts of communication games 

including all 72 subjects (36 pairs) in treatment 3-3 and 64 subjects (32 pairs) in treatment 4-2, we 

obtain the following result:  

Result 1. Consistent with Hypothesis 1, the rate of language emergence does not differ across 

treatments. 

 
12 In the experiment, after the 60-round communication game ended, we implemented it again 
(with some other tasks following). We randomly re-matched the subjects before the start of the 
second 60-round communication game. In the data analysis as will be shown, we only use the 
data from the first 60 rounds, for the obvious reason that the behavior in the second set of 
communication game may be influenced by subjects’ experience from the first set.  
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We confirm this by calculating between-treatment differences in the fraction of subjects who 

have reached common code. In Treatment 3-3, 23 out of the 36 pairs (64%) of subjects achieved 

common code, and 15 out of the 32 pairs (47%) did it in Treatment 4-2. The between-treatment 

difference is insignificant (p-value=0.163 by a 2-sided t-test).  

In order to test the remaining hypotheses, we focus exclusively on subjects who achieved a 

common code with their partners in the communication games.  

Result 2. Incentives influence emergent language in the way predicted by Hypotheses 2. 

In treatment 3-3, we observe 4 out of the 23 pairs (17%) that achieved common codes used 

exact 2D compositional languages, significantly more than the frequency (0%) of exact 3D 

compositional languages. The difference is significant (p=0.021 by a 1-sided t-test).13 Hypothesis 

2a is supported.  

In treatment 4-2, we observe an exact 3D compositional language and an exact non-

compositional language with a repetition rule (NC in the following), to emerge both with a 

frequency of 7% among all common codes, while an exact 2D compositional language never 

emerges. Although all the observed frequencies are small, the direction of the difference supports 

Hypothesis 2b and 2c.  

Result 3. In treatment 3-3 more emergent languages are closer to 2D than 3D or NC languages. 

By contrast, in treatment 4-2 more emergent languages are closer to 3D or NC than 2D languages. 

This result is based on the following analysis. For all the common codes achieved by each pair 

of participants in our experiment, we calculate the distance between each pair’s common code and 

each of the following three types of languages: exact 2D compositional language, exact 3D 

compositional language, and an exact non-compositional language (based on a repetition rule). We 

define the distance between a common code and an exact language to be the smallest number of 

changes required to the common code in order to create that exact language. Then, we say that 

common code is “nearly” one language (other than the two others) if the distance from that one 

exact language is smaller than the distances from the other two by at least 2. For example, if it 

requires two changes to make a particular common code into an exact 2D compositional language, 

 
13 The frequency of the 2D compositional language is also higher than that of the non-
compositional (repetition rule) language (3 out of 23, or 14%), although the difference is not 
statistically significant (p =0.344 by 1-sided t-test). 
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but five for the other language alternatives, then we say that particular common code is a “nearly” 

2D language (other than NC or 3D language). 

 

Figure 1. Fraction of Common Code Being Nearly Each Type of Exact Language 

 

 

The results of this analysis are summarized in Figure 1. We observe that in Treatment 3-3 and 4-2 

a similar fraction of common codes are nearly non-compositional (NNC) language (17% and 20% 

respectively), but in Treatment 3-3, more than 20% of the common codes appear to be nearly 2D 

(N2D) language, while none are nearly 3D (N3D) language. In sharp contrast, in Treatment 4-2, 

no common codes are N2D, but 7% appear to be N3D.  

This finding makes clear that the control of economic incentives we impose in different 

treatments effectively induces emergent languages with different structures.  

Finally, we investigate whether common codes in 3-3 are closer on average to 2D languages, 

and 4-2 closer to 3D languages. To do this, we calculate for each common code the difference 

between its distance from the exact 2D language and its distance from the exact 3D language; we 

denote this variable as 𝛥𝛥𝑑𝑑𝑖𝑖𝑑𝑑𝑡𝑡(2𝐷𝐷−3𝐷𝐷). Thus, a negative 𝛥𝛥𝑑𝑑𝑖𝑖𝑑𝑑𝑡𝑡(2𝐷𝐷−3𝐷𝐷) indicates a common code closer 

to the 2D language than the 3D language, and vice versa. The mean of 𝛥𝛥𝑑𝑑𝑖𝑖𝑑𝑑𝑡𝑡(2𝐷𝐷−3𝐷𝐷) is -0.52 in 

Treatment 3-3 and 0.27 in Treatment 4-2, and this difference is significant (p=0.044, 2-sided t test). 

This is further evidence that our treatment incentive design successfully influences the structure 

of the emergent languages, as hypothesized.     
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Result 4 (Support for Bloom, 2005). Compositional languages that require relatively fewer 

examples to learn are learned more quickly than non-compositional or compositional languages 

that require relatively more examples to learn.  

Bloom (2005) predicts that it is faster to learn the 2D language than the 3D language. In light 

of the treatment effect on the emergent language structure indicated above, the implication of 

Bloom’s theory is that the learning the language in Treatment 3-3 should be faster than in 

Treatment 4-2 (recall that the 2D language requires only three observations to learn, while the 3D 

requires four, and the non-compositional language requires five observations). We test this by 

comparing the speed of subjects in achieving language between the two treatments.  

Our analysis proceeds as follows. We first determine for each treatment, the exact number of 

matches achieved by each pair 𝑖𝑖 in round 𝑡𝑡 of the communication game. We denote this by 𝑀𝑀𝑖𝑖
𝑡𝑡. 

Then, 1) the distribution of 𝑀𝑀 in one treatment serves as a natural measure of how successfully 

participants in a treatment learned a common code, with higher values indicating greater success; 

and 2) comparing the distribution of 𝑀𝑀 between treatments reveals the difference in overall success 

of learning languages under the different incentive environments. 

Recall that the two treatments’ incentives (symbol costs) only differ in the last 30 rounds 

(Round 31-60) of the communication game. Consequently, we expect a difference in the 

distribution of 𝑀𝑀 only in those rounds, and expect no significant difference in the previous rounds.  

Figure 2 reveals, in support of Hypothesis 4, significant differences in the distribution of 

𝑀𝑀 between treatments during Round 31-60.14 In particular, we observe that during the last 30 

rounds of the communication game, subjects in Treatment 3-3 achieved more matches more often 

than in Treatment 4-2, and fewer matches less often in than in Treatment 4-2. The distributions 

across treatments are both visually and statistically significantly different (Kolmogorov-Smirnov 

test, p<0.001). In comparison, when the two treatments’ incentives do not differ (during Round 

11-30), we do not observe differences between the distributions of the number of matches between 

treatments (p=0.365 by K-S test).15 Hypothesis 4 is supported. 

 

 
14 We coarsen the 13 possible outcomes {0, 1, …, 12} into 6 categories: 0-2, 3-4, 5-6, 7-8, 9-10, 
11-12 in order to ensure a sufficiently large number of observations in each cell to perform 
reliable statistical inference. 
15 Round 1-10 are not considered for analysis.  
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Figure 2. Distribution of the Number of Matches (M) during Round 31-60 

          

Speed of Learning Non-Compositional Languages    

Given the relatively large number of nearly non-compositional languages that emerged in both 

the 3-3 and 4-2 treatments, one may wonder whether between-treatment speed of learning 

differences in nearly non-compositional languages are driving our results. Figure 3 shows, 

however, that among groups that come up with nearly non-compositional languages, the 

distribution of 𝑀𝑀 does not differ between treatments during either Rounds 11-30 or Rounds 31-60. 

A KS test confirms this (p=1.000, p=0.427, respectively). This is further support for Hypothesis 4. 

 

Figure 3. Distribution of Number of Matches (𝑀𝑀) among the Pairs Who Achieved NNC Languages 
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6. Conclusion 

We developed a method to assign language randomly to participants in a laboratory 

experiment and used this approach to study the speed with which different languages can be 

learned. Our analysis was based on data from a communication game where participants 

coordinated on fruit expressions to describe emoji objects. Our paper offers both methodological 

and substantive contributions. Methodologically, we demonstrated that by varying the costs of 

symbols in the communication game one can reliably control the language that emerges from that 

game. This insight is valuable, as it opens the door to studies investigating links among, for 

example, language, culture, expectations and beliefs.  

Substantively, our paper investigated whether, as hypothesized by Blume (2005), languages 

that can be identified with fewer observations can also be learned more quickly. This question has 

received recent attention (e.g., Hong et al, 2017) but conclusive findings remain elusive. Our 

ability to assign languages to participants randomly allowed for substantially sharpened results: 

we found clear evidence that a compositional language that requires three observations to identify 

is learned more quickly than compositional or non-compositional languages requiring four or five 

observations to identify. Finding support for Bloom’s (2005) theoretical insight is important, as it 

contributes to explaining the universal use of compositional language in human society.  
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