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Abstract:  
Recent research suggests that while there are negative effects of betrayal aversion, that the 
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1 Introduction 
 
Recent experimental work (e.g. Bohnet and Zeckhauser, 2004; and Aimone and Houser, 2009) 

suggests that the knowledge of a personal betrayal of trust creates a disutility that cannot be fully 

explained by pecuniary losses. Indeed, a significant portion of the distrust we observe in the lab 

may stem from the desire to avoid the feeling of being betrayed, or “betrayal aversion” (this 

might be considered a specific type of emotion regulation strategy, see, e.g., Gross, 1998; 

Ochsner and Gross, 2005; Mui et al., 2008). Nevertheless, follow-up work by Aimone and 

Houser (2011, henceforth AH2011) shows that the presence of betrayal-averse agents actually 

generates reciprocity, thereby stimulating trust.  This dual nature of betrayal aversion poses a 

dilemma for institution design. Specifically, betrayal-averse agents are less apt to trust than non-

betrayal averse agents, leaving social gains unrealized. Yet the institutional elimination of 

betrayal aversion creates its own inefficiencies, namely increased rates of betrayal (AH2011). 

How, then, can we design institutions with these conflicting effects of betrayal aversion in mind? 

We demonstrate experimentally that it is possible to create an institution that maintains relatively 

low rates of betrayal while stimulating significantly increased rates of trust. To do so, we do not 

eliminate the possibility of active betrayal-averse agents, but rather make the knowledge of 

betrayal optional.   

Many previously-studied institutions, such as punishment, repeat play, and the addition of 

reputation effects, indirectly reduce the effect of betrayal aversion by reducing the probability 

that a betrayal-averse agent will experience the emotional disutility associated with betrayal. 

Nevertheless, these often-studied institutions do not reduce the magnitude of the emotional 

disutility associated with a given betrayal.  Thus, they leave gains unrealized, as betrayal-averse 

agents remain relatively less likely to trust than non-betrayal-averse agents.  

Firms regularly adopt institutions that allow people to avoid the knowledge of a personal 

betrayal. These institutions, which remain relatively unexplored, work to reduce the magnitude 

of disutility associated with betrayal aversion (or eliminate it all together). For example, consider 

a chain restaurant. Upon receiving bad food, a customer has several options, which range from 

doing nothing at all to complaining to the waiter, the cook, the manager, or the corporate offices.  

Doing nothing shields the customer from potentially discovering that the betrayal was personal 

in nature, while an inquiry or complaint could reveal that the low-quality product (the bad food) 

was the result of a personal betrayal, e.g., a waiter or cook serving food that they dropped on the 
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floor, or the company purchasing sub-standard ingredients.1 We suggest, with support from a 

generalized version of this type of institution in the experimental study, that institutions with 

optional betrayal knowledge capture the beneficial aspects of betrayal aversion while mitigating 

the negative aspects.   

Previous research has identified betrayal aversion as a factor that both detrimentally and 

beneficially affects social economic exchange.  Betrayal aversion leads us to trust others less 

frequently (Bohnet and Zeckhauser, 2004: Bohnet et al., 2008, Aimone and Houser 2009), 

punish betrayers more severely (Koehler and Gershoff, 2003), and choose more hazardous safety 

products  (Koehler and Gershoff, 2011).  These negative effects are offset, however, by the 

increased rates of reciprocation trustees show toward potentially betrayal-averse trustors 

(Aimone and Houser, 2011); likewise, they may also be mitigated by a natural neuropeptide 

(oxytocin) that increases our willingness to trust when around intimate others (Kosfeld et al., 

2005). 

A few recent studies indirectly provide some insight into the institutional side of betrayal 

aversion.  Birnberg and Zhang (2010) show that the expectation of betrayal by agents leads 

principals to choose inefficient institutions that remove the possibility of betrayal. In Bohnet et 

al. (2010), the authors show evidence that differences in elasticities of trust between Middle 

Eastern and western countries can be traced in part to differences in how their institutions handle 

potential acts of betrayal.  Nevertheless, these studies do not attempt to disentangle betrayal 

aversion from other motivating factors, like desire for accountability, loss-aversion or altruism.  

Further, none of the previous work on betrayal aversion or institutions provides guidance or 

evidence on how institutions have been, or could be, designed to harness the beneficial effects of 

betrayal aversion and mitigate the negative effects.  Thus, there remains a gap between the 

exploratory laboratory analysis of betrayal aversion and future empirical applied studies of 

institutions and betrayal aversion. 

Our laboratory experiment bridges this gap by presenting and studying a generalized 

common knowledge institution found in many everyday institutions. We identify the institution 

as one that successfully mitigates negative effects of betrayal aversion without suffering a 

                                                
1 Similarly, the addition of refunds and warranties are additional institutional features that allow customers to recoup 
losses without ever being exposed to the specific betrayer, the person who determined the product’s low quality. 
This leaves the act of betrayal impersonal. 
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detrimental increase in rates of betrayal.  The proposed institution makes the knowledge of 

betrayal optional for investors, without forcing them to know whether their specific counterpart 

trustee chose to betray their trust. We implement this institution in the laboratory using a 

standard binary version of the trust game (Berg et al. 1995).  

Our results demonstrate that the institution successfully achieves significantly increased 

rates of trust.  Our key finding is that this increased frequency of trust occurs without the adverse 

effect of increased rates of betrayal (previously observed in Aimone and Houser 2011). This 

result suggests that the possibility that one’s counterpart could be exposed to negative emotions 

associated with betrayal aversion is sufficient for the institution to maintain the beneficial aspects 

of betrayal aversion.      

The following section presents a detailed background on how previous studies have 

demonstrated that betrayal aversion both negatively influences trust and positively stimulates 

trust and reciprocity.  Section 3 explains our laboratory design and hypotheses.  Section 4 

presents our results. Section 5 concludes by examining how many common institutions 

successfully remove the negative aspects of betrayal aversion. 

 

2 Background on Betrayal Aversion 

 Many different fields of research study betrayal aversion, focusing predominately upon 

identifying the existence and negative effects of betrayal aversion.  Generally, these studies 

isolate betrayal aversion by comparing the behavior of agents under institutions that either 

expose the trusting agent to betrayal knowledge or fully remove betrayal knowledge.  

 In Koehler and Gershoff (2003 and 2011), the authors used paid surveys to observe how 

responses to similar hypothetical situations differ based on how the situation is framed.  Their 

survey subjects reported that crimes involving acts of betrayal (such as a security guard 

committing robbery) should correspond to more years in prison than crimes without a trust 

betrayal (such as a janitor committing robbery).  The authors interpreted this penalty premium as 

betrayal aversion.  Likewise, they showed that this form of betrayal aversion is not only related 

to human betrayals; indeed, people are also averse to betrayal from inanimate objects of safety, 

such as vaccines or airbags.  Survey respondents in their studies reported that they would rather 

have a less effective safety device, with an overall higher probability of death, than a more 

effective safety device with a minute probability of harming the owner on its own. 
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 In another experiment, Birnberg and Zhang (2010) studied accountability and betrayal 

using a principal and agent environment where principals and agents shared reported earnings 

50/50.  In the study, only agents were able to observe the actual earnings of the subject pair (if 

not prevented by the institution). Therefore, agents had the option to falsely report low earnings, 

even if the pair had actually achieved high earnings. In this way, they were effectively able to 

“embezzle” earnings from the principal.  Birrnberg and Zhang demonstrated that a large fraction 

of principals would prefer a “restrictive” institution to a “permissive” institution.  The restrictive 

institution would completely prevent agent embezzlement, but reduce earnings to a level which 

would be reached only if 100% of agents chose to embezzle. Given that principals reported 

expecting less than 100% of agents to embezzle earnings, and that less than 100% actually 

choose to steal, the authors attributed the significant portion of principals still choosing the 

restrictive institution as evidence that those principals either had a “desire for accountability” or 

were betrayal-averse. 

In Bohnet and Zeckhauser (2004), Hong and Bohnet (2007) and Bohnet et al. (2008), 

experimenters compared decisions in trust and risky dictator “MAP” games.  In these games, a 

first mover reported the “minimum acceptable probability” that they would be willing to either 

trust a counterpart (in the trust version of the game) or engage both themselves and a counterpart 

in a lottery (in the risky dictator version of the game). If the first mover’s reported MAP was less 

than a predetermined percentage, ‘p*’, the first and second mover were paid based upon the 

result of the respective game. If the reported MAP was larger than p*, the agent did not enter the 

trust gamble; he/she received $10 and his/her counterpart received $10.  If the trust game was 

played, the first mover as paid according to his/her own second mover counterpart’s decision to 

reciprocate the trust (in which case $30 was split evenly) or betray the trust (in which case the 

second mover kept $22 and the first mover received only $8.)  If the risky dictator game was 

played, both agents were paid based upon the outcome of a risky lottery, where the two monetary 

outcomes of the lottery were the same as the outcomes of the binary trust game (first mover 

(second mover) get $15($15) or $22($8)). In the trust game, p* was determined by the true 

percentage of second movers in that session that chose to reciprocate trust.  In the risky dictator 

game, p* equaled the average p* observed in the trust game sessions.  Studies using this design 
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attribute the higher MAPs reported in the trust game (as compared to the risky dictator game) to 

betrayal aversion.2  

 Distinguishing the different effects of institutions is particularly relevant when 

performing cross-country comparisons of institutions. Bohnet et al. (2010) demonstrated that the 

elasticity of trust differs greatly in Western and Middle Eastern countries. They attributed the 

difference to the adoption, in Western Cultures, of relatively more institutions focused on the 

mitigation of losses from betrayal (such as insurance). In contrast, Middle Eastern cultures tend 

to adopt relatively more institutions designed to prevent betrayals (such as threat of expulsion 

from the group in the event of a betrayal.)  Indeed, their subjects in the Middle East had greater 

expectations of reciprocations than their subjects from the west. As a result, the Middle Eastern 

subjects exhibited higher reference points of trust and lower elasticity of trust relative to the 

subjects from the west  

Nevertheless, as previously discussed, a “prevention” regime, like those found in the 

Middle East, may reduce the probability of betrayal while increasing the disutility associated 

with the experience of betrayal.  This increased betrayal aversion from a prevention regime could 

manifest itself in an overall decreased frequency of trust and participation in social exchange 

relative to “mitigation” regimes, where reference-points of trust are lower, and disutility 

associated with betrayal aversion is reduced.  It is possible for both mitigation and prevention 

regimes to incorporate an institution that makes the knowledge of personal betrayal optional for 

investors. We demonstrate that this type of institution can both mitigate the disutility associated 

with betrayal aversion and prevent increased rates of betrayal, resulting in an overall 

significantly increased frequency of trust. 

In this study, we adopt the betrayal aversion identification procedure used by Aimone and 

Houser (2009 & 2011), henceforth AH2009 and AH2011. Therefore, we spend more time 

explaining the details of their design.  Aimone and Houser pointed out that in a standard trust 

game (e.g., AH2009’s baseline “KNOW” treatment seen in Figure 1), when an investor chooses 

to trust, the amount of money he/she earns reveals two pieces of information: i) the monetary 

outcome of exchange (either both investor and trustee receive $15 or the investor receives $2 and 

the trustee receives $28); and ii) whether his/her counterpart trustee reciprocated or betrayed 

                                                
2 Bohnet et al. 2010 interpret this difference as reflecting loss aversion. 
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trust.  Their “DONTKNOW” treatment removes this second piece of information by basing some 

investors’ pay on random draws from the pool of trustee decisions (reciprocate ($15) or betray 

($2)) rather than their own trustee’s decision.3  Thus, a payment of $2 ($15) only reveals that 

some trustee betrayed (reciprocated) trust, and not whether the investor’s own counterpart trustee 

(the trustee whose payoff is affected by the investor’s decision to trust) betrayed or reciprocated 

trust.  

<Figure 1> 

 

Aimone and Houser found that significantly more investors trust when the knowledge of 

a personal betrayal is removed from the environment (from 65.4% of investors in KNOW to 92% 

in DONTKNOW) (p<0.03, Mann-Whitney two-tailed). Similarly, in their “OPTION” treatment, 

when they gave some investors a choice on whether to be paid based upon their own 

counterpart’s betrayal decision or the randomly drawn decision, they found that all investors 

were willing to risk the $5 they would get from the safe option in order to take the trust gamble 

(54% choose to avoid the knowledge of personal betrayal or reciprocation).  These results 

indicate that significant portions of investors are averse to the knowledge of personal betrayal, 

independent of the monetary outcomes (and risk) of the trust environment.  

 While trustees in AH2009 were not informed about the institutional feature which 

removed betrayal aversion for some subjects4, in AH2011 the authors made the institutional 

framework in DONTKNOW common knowledge to both investors and trustees in a new 

treatment, “DONTKNOW2.”  They found that without the influence of betrayal aversion, trustee 

betrayal rates increased significantly ( from 66.3% in the “BASELINE” treatments (KNOW, 

DONTKNOW, and OPTION) to 85% in DONTKNOW2 (p<0.04)).  Similarly, trust rates 

dropped from the 92.0% in DONTKNOW to 58.8% in DONTKNOW2 (p<0.01) when the 

institution that removed betrayal aversion became common knowledge.  The authors interpreted 

these results as the first evidence of the beneficial aspects of betrayal aversion. They suggested 

that the presence of betrayal-averse agents increases rates of reciprocation. They attributed this 

                                                
3 Their own trustee receives payment based upon their own decision to betray ($28) or reciprocate ($15) trust, and is 
not aware that some investors were able to avoid the knowledge of specific betrayal.   
4 Note that there was no deception used in AH2009 or AH2011, see their papers for details. We similarly adopt a 
strict no deception rule. 
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increase to trustee’s other-regarding preferences, and suggested that it would lead to more trust 

by investors due to the fact that the monetary environment is less risky.          

  In summary, these past studies have: i) identified the presence of preferences consistent 

with betrayal aversion; ii) determined that betrayal aversion can both negatively and positively 

affect economic behavior; iii) found evidence consistent with the widespread existence of 

betrayal aversion, which varies across cultures and countries; and iv) found evidence suggesting 

economic agents are averse to betrayal both from animate and inanimate objects.  Additionally, 

Koheler and Gershoff (2011) provide some evidence that betrayal aversion to inanimate object 

betrayal is responsive to framing effects in a hypothetical decision environment.5 Researchers 

have not yet begun to analyze how agents respond to social exchange institutions that affect 

betrayal aversion without completely removing betrayal aversion or leaving it unchanged.  While 

the outcomes of  OPTION treatment (in AH2009) are appealing (100% investment in profitable 

trust with low levels of betrayal), the institution could not be implemented in naturally occurring 

environments as the trustee side of the market is unaware of the institution.  As such, we are not 

aware of any studies that investigate the rules within naturally-occurring institutions that 

accommodate betrayal-averse agents. Here, we present first evidence on the responsiveness of 

agents to a common-knowledge institution designed to reduce the negative aspects of betrayal 

aversion while harnessing the benefits of betrayal aversion.  

 
3 Design and Hypotheses 

3.1 Design Motivation 

We seek to test an institution that possesses the following four features: i) investors can avoid the 

knowledge of personal betrayal; ii) investors face the same probability of a reciprocation or 

betrayal of their trust regardless of whether they are exposed to the knowledge of personal 

betrayal; iii) trustees know that investors have the option to avoid the knowledge of personal 

betrayal; iv) trustees make the decision to betray or reciprocate trust without knowing whether 

the investor will be exposed to the knowledge of personal betrayal.  

Outside the laboratory, many existing economic environments contain all of these 

features; however, these environments also normally contain additional institutional features that 

                                                
5 Betrayal aversion is reduced if the betrayal is presented as passive instead of active, if positive emotions are 
primed, or if analytical instead of emotional decision-making is primed. 
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would confound attempts to empirically study the effects of betrayal aversion within the 

environments. Such factors could include communication, promises, reprisal, retribution, the 

possibility of punishment (either pecuniary or non-pecuniary), and many others. The institution 

would thus be expected to interact with these additional factors, preventing researchers from 

attributing outcomes to betrayal aversion or the lack-thereof.  The laboratory experiment 

described below removes these confounding factors from consideration, thereby allowing us to 

focus solely on the effects of the four features that concern us. 

 

3.2 Design 

To implement such an institution, we build upon the framework and treatments of 

AH2009 and AH2011 by adding a new treatment. “OPTION2” is a version of AH2009’s 

“OPTION” treatment wherein both an investor and their counterpart trustee know that the 

investor has the option to avoid the knowledge of betrayal.  In the laboratory, both investors and 

trustees sit in visually isolated terminals in the same room.  All subjects are given the complete 

instructions of both the investors and the trustees and listen to an experimenter read the 

instructions out-loud to the entire room (see Appendix for the instructions).  This ensures that all 

subjects are aware of the institutional design that allows investors to be paid based upon the 

computer draw, thereby shielding them from the knowledge of personal betrayal.6   

Note that the implemented institution contains each of the four features, from 3.1, that we 

sought to implement.  OPTION2 is designed to ensure that all differences in the results, when 

compared to the results of AH2009 and AH2011, can be attributed to betrayal aversion. 

Additionally note that when subjects choose between the “human” and “computer” alternatives 

in OPTION2, the computer option removes only aversion to knowledge of a personal betrayal.  

Any investor who is averse to the knowledge that some trustee in the group betrayed trust is not 

shielded from that knowledge and thus the subject’s choice reflects the institution’s reduction in 

the magnitude of the emotional disutility associated with betrayal without reducing the 

probability of betrayal. 

 

                                                
6 We highlight the importance of making the environment a Common-Knowledge institution, where all subjects 
know that all subjects know the full details of the experiment, which is more reflective of naturally existing 
institutional rules. 
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3.3 Hypotheses 

Hypothesis 1: There will be a decreasing trend in betrayal from DONTKNOW2 to 

OPTION2 to KNOW.  

We predict that the willingness to betray will increase as the disutility trustees expect to 

face from taking a bigger share of the money decreases (due to guilt aversion (Charness and 

Dufwenberg, 2006), altruism (Fehr, 2009), “moral wiggle-room” (Dana et al. 2007), etc.) In 

KNOW, an investor who chooses to trust is forced to know whether he/she was personally 

betrayed. In DONTKNOW2, it is impossible for a trustee’s counterpart investor to be exposed to 

the knowledge of betrayal. Trustees therefore have complete moral wiggle room and there can be 

no added disutility associated with betraying a betrayal-averse investor. This is the reason, in 

AH2011, for the increased rates of betrayal in DONTKNOW2 as compared to KNOW. In 

OPTION2, however, a trustee’s decision to betray trust may or may not directly affect their 

counterpart investor’s payoff.  The investor chooses whether to be exposed to betrayal 

knowledge. Therefore, trustees do not have the moral wiggle room present in DONTKNOW2. 

Similarly, trustees no longer know for sure that their counterpart is shielded from betrayal 

aversion.  Hypothesis 1 arises due to the fact that the cost of betrayal is expected to be greater in 

OPTION2 than DONTKNOW2, but less in OPTION2 than KNOW.  

 

Hypothesis 2: Trust in OPTION2 will be significantly higher than trust in 

DONTKNOW2.    

If trustees display the behavior predicted in Hypothesis 1, then an investor is expected to 

prefer investing in OPTION2 than DONTKNOW2, due to lower betrayal rates in OPTION2.  

Also, while betrayal-averse investors can avoid betrayal knowledge in both environments, only 

in OPTION2 can investors expose themselves to the knowledge of betrayal by trusting if, for 

example, they get a large positive utility from the knowledge of personal reciprocation of trust.  

Therefore, the overall expected utility of trusting is expected to be greater in OPTION2 than 

DONTKNOW2, which is Hypothesis 2.  

 

Hypothesis 3: Trust in OPTION2 will be significantly greater than trust in KNOW. 

The comparison of KNOW to OPTION2 involves two countervailing factors.  The 

possible increased monetary risk, due to moral wiggle-room and the reduced disutility associated 
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with betraying non-betrayal-averse investors, is expected to lead some investors who would trust 

in KNOW to not trust in the common-knowledge treatments, thereby reducing observed trust.  

Nevertheless, the ability, in the common knowledge treatments, to avoid the knowledge of 

betrayal when trusting, is expected to lead some investors who would not have trusted in KNOW 

to trust in OPTION2.  This will result in an increased frequency of trust.  For OPTION2 to be a 

successful social exchange institution, i.e. for it to reduce the negative impact of betrayal 

aversion, the increase in trust must be greater than any decrease resulting from any expected 

increase in betrayal rates.  We therefore predict that OPTION2 will result in a higher frequency 

of trust than KNOW.         

 

4 Results  

We report data from 309 students (26 pairs in each of KNOW and OPTION treatments, 28 in 

DONTKNOW, 32 in OPTION2, and 34 in DONTKNOW2. )7  Each subject received a seven-

dollar show-up bonus in addition to their earnings from the experiment, and spent about 45 

minutes in the lab.  All sessions occurred at the Interdisciplinary Center for Economic Science 

(ICES) Laboratory at George Mason University.      

 

4.1 Trustee Behavior 

From the trustees’ perspective KNOW, KNOW2, OPTION, and DONTKNOW are 

identical due to the fact that all trustees have the same instructions.  Indeed, one cannot dispute 

that trustees behave statistically similarly in these four treatments (F-test, p=.887), with betrayal 

rates of 69.2%, 67.8%, 61.5%, and 60% respectively.8  For analysis of trustee decisions we pool 

these treatments together and refer to them as the BASELINE treatments with a mean betrayal 

rate of 65.0%.  

 

                                                
7 We eliminate the data from the 3 investors in DONTKNOW treatments who played in a KNOW or OPTION game 
(done in AH2009 to ensure no trustees were deceived); we also include the data from the 20 trustees in  KNOW2 
(the robustness test of KNOW reported in AH2009,) as they made decisions in the exact same environment as the 
trustees in KNOW, DONTKNOW, and OPTION.  The data from these four treatments were previously reported in 
AH2009, while data from DONTKNOW2 was previously reported in AH2011.  The data from OPTION2, the key 
manipulation in this study, has not been previously reported. 
8 Additionally all pairwise comparisons are insignificantly different (two-tailed Mann-Whitney, p>.500). 
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Result 1: There is a significantly decreasing trend in betrayal rates from DONTKNOW2 

to OPTION2 to the BASELINE treatments. 

Consistent with Hypothesis 1, and as illustrated by Figure 2, as the cost of betrayal 

increases the rate of betrayal decreases (p = 0.034, Cuzick trend test), from 85.3% in 

DONTKNOW2 to 68.8% in OPTION2 to 65.0% in BASELINE.  

<Figure2> 

4.2 Investor Behavior 

 

Result 2: Trust in OPTION2 is significantly higher than trust in DONTKNOW2.    

As predicted by Hypotheses 2, in OPTION2, where investors have the option to avoid the 

knowledge of betrayal, the frequency (87.5%) of investors trusting is significantly greater than 

when the institution forces everyone to avoid the knowledge of betrayal in DONTKNOW2, 

(58.8%, p <0.01).   

 

Result 3: Trust in OPTION2 is significantly higher than trust in KNOW.     

As predicted by Hypotheses 3, the 87.5% trusting in OPTION2, is also significantly 

greater than when there is no institution removing betrayal knowledge (KNOW, 65.0%, p<0.05)    

Figure 3 illustrates the levels of trust in the KNOW, OPTION2, and DONTKNOW2 treatments 

from results 2 and 3. 

<Figure 3> 

Result 4: The fraction of investors who trust and chose the computer-trust option, in 

OPTION2 is not significantly greater than in OPTION. 

Figure 4 shows that the fraction of subjects in the OPTION2 treatment trusting the 

computer increased from 53.9% to 59.4%, but the increase is not significant (p > 0.6).  The 

marginal increase in the fraction not trusting (from 0% in OPTION to 12.5% in OPTION2, 

p=0.064) can be attributed to a decrease in the fraction trusting their counterpart when the 

institution becomes common knowledge (decreasing from 46.2% to 28.1%); however, this 

change is not significant (p = 0.159). 

 

<Figure 4> 
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 These results suggest that investors account for the changes in trustee behavior observed 

in Result 1. The significant increase in trust in OPTION2, as compared to KNOW, is consistent 

with both the reduction of the emotional/psychological risk of betrayal and a belief that trustee 

betrayal would not increase significantly when trustees know that investors are able (but not 

required) to avoid betrayal knowledge.  

 

5 Conclusions 

 Institutions implemented by firms, corporations, governments, or even small groups of 

people, are complex combinations of rules.  We tested the simple rule that an investor has the 

option, but not the requirement, to avoid knowledge of personal betrayal. We found that an 

institution providing such a rule not only maintains the lower rates of betrayal seen when 

betrayal aversion influences agent behavior, but also results in significantly increased trust rates.   

 Institutions can affect betrayal aversion in multiple ways, e.g., by affecting the 

probability that a trusting agent will experience betrayal or by reducing the magnitude of the 

disutility associated with experiencing betrayal. To our knowledge, the present study is the first 

to examine the latter.  The importance of distinguishing between these two effects is highlighted 

by past studies suggesting that reducing the probability of experiencing betrayal could increase 

disutility if a betrayal occurs.  Intuitively, the unexpected betrayal of a close friend is a more 

emotional event than the betrayal of a stranger. This effect also translates into consumer 

relations. For example, Grégoire and Fisher (2008) demonstrate that when loyal customers, who 

expect less betrayal, are betrayed, they retaliate more aggressively than less loyal customers. 

Thus, institutions that decrease social distance or reduce anonymity, such as reputation effects, 

repeat interactions, or communication, may actually serve to increase the magnitude of emotional 

disutility associated with experiencing betrayal. Such examples illustrate the need for institutions 

to include some means of reducing the disutility when betrayal occurs.     

  Our research emphasizes the importance of “moral wiggle room” (Dana et al., 2006; 

Dana et al., 2007) in social exchange influenced by betrayal aversion (AH 2011). These past 

studies suggest that increasing moral wiggle room in a trust environments is detrimental to 

exchange in that it can lead to significant increases in betrayal.  Making betrayal knowledge 

optional in OPTION2 creates an unique moral environment since whether there is moral wiggle 

room is probabilistic.  Our data provides evidence on how trustees act with this type of 
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probabilistic moral wiggle room.  Additionally, since differences between our treatments reflect 

differences in the presence of betrayal knowledge (e.g. moral wiggle room), the difference 

between expected earnings from the BASELINE treatments (E(Earnings)= $6.55)  in each 

treatment can be thought to reflect the value of “moral wiggle room” to trustees.    When the 

institution removes all betrayal aversion from the environment, in DONTKNOW2, the value of 

moral wiggle room is shown to be significant, $2.68 (two-tailed Mann-Whitney, p<0.01) as the 

expected earnings fall from $6.55 to $4.00.     However, when the institution makes the removal 

of betrayal knowledge only optional, the probablisitic increase in moral wiggle room is seen to 

be worth little to trustees. This is reflected by the insignificant increase in betrayal rates from 

BASELINE to OPTION2 where expected earnings drop an insignificant 49 cents (p>0.69) from 

BASELINE to $6.06). The lack of a significant increase in betrayal rates suggests that 

institutions with optional removal of betrayal knowledge avoid the adverse effects of full moral 

wiggle room (significantly increased betrayal) as found in DONTKNOW2. 

Additionally, we contribute to recent work that demonstrates how natural factors 

contribute to the efficiency of exchange environments.  Naturally-evolved factors have been 

shown to provide the “solution” to many laboratory environments where subject behavior 

appears inefficient.  For example, Xiao and Houser (2005) show that the reintroduction of 

communication (emotion expression) substantially reduces the rejection of unfair offers in 

ultimatum games.  Fehr and Gachter (2000) and Masclet et al. (2003) show that monetary and 

informal punishment (normally available in some form in natural environments) can 

substantially increase cooperation in public goods environments.  Likewise, guilt aversion and 

promises (Charness and Dufwenberg, 2006) improve reciprocation in trust games. These studies 

provide evidence that inefficiencies sometimes observed in the laboratory may be partially 

attributable to the inability of participants to employ naturally-evolved factors. 

In undesigned (so called, “real world”) environments, the move from personal to 

impersonal exchange creates a barrier for natural factors, including betrayal aversion.  For 

example, the switch from “mom and pop” stores to chain stores removed the knowledge of 

betrayal (by a specific person) from economic exchange (e.g., one does not usually feel betrayed 

by a checkout clerk after purchasing a product with unexpectedly low quality.)  Many companies 

appear to compensate for this by creating new channels for betrayal knowledge to enter the 

exchange environment.  For example, with customer service phone lines, people can choose to 
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inquire about an adverse purchase outcome and thus discover if the betrayal was personal. Note 

that this institution provides an “option” to discover whether one was betrayed, in the same spirit 

as we tested above.    

Closer yet to our study, many shipping companies provide detailed tracking information 

about the status of a shipment. Clearly, a customer has the option to observe or ignore this 

information.  The shipping company’s employees generally do not know which customers will 

obtain this information, but they do know this information exists. Moreover, they do not know 

how betrayal aversion influences the decisions of their customers.  While these rules serve many 

functions, our study illustrates that they can be expected to have the (possibly unintended) 

consequence of increasing overall trust (willingness to ship), and thus may partially explain why 

this institution has survived.  

Studies like ours and Aimone and Houser (2011) suggest that customers may receive 

low-quality products from companies that shield them from betrayal knowledge.  Perhaps a 

combination of return policies and quality guarantees could effectively compensate for the 

removal of betrayal aversion. Future studies in this direction would be valuable, particularly if 

they account for the impact of such rules and policies on betrayal aversion. 
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Appendix A 
Room A (Investors) Instructions: OPTION Treatment9  

 
Thank you for participating in today’s experiment.  You’ve earned a $7 show-up bonus for 
participating.  In reading and following the instructions below, you have the potential to earn 
significantly more.  You have been randomly assigned to Room A.  You will also be randomly 
and anonymously assigned to a person in Room B.  Your counterpart will not be told your name, 
and you will not be told his/her name. 
 
 
How you are matched with your counterpart: 
Each of the 10 Room A persons will be matched with a different Room B counterpart for the 
entire experiment.  The experimenter will bring around a box with the numbers 1 through 10 
inside.  The number you draw will assign you to one of the 10 counterparts in Room B (B1 
through B10 coinciding with the numbers 1 through 10 in the box). The number also matches 
you with one of the 10 computer number decisions (coinciding with numbers 1 through 10 in the 
box). 
 
 
Your Decision: 
You have three options for how the earnings for you and your counterpart will be determined in 
today’s experiment.  You must choose exactly one of the following three options: 

• You receive $5 and your counterpart receives $5. 
• Both you and your counterpart are paid based on his/her decision between “U” 

($15 for you and $15 for him/her) and “D” ($2 for you and $28 for him/her). 
• Your counterpart is paid according to his/her decision between “U” and “D”, and 

you are paid based on a computer’s choice between either “U” or “D”. 
You will not be told what the computer’s decision was, or what your counterpart’s decision was, 
unless you choose that earnings option. 
 
 
 
 
 
 
 
 
 
 
 

                                                
9 DONTKNOW treatment did not include the second payment choice option, KNOW treatment did not include third 
payment choice option and did not include the “computer’s decision” paragraph (next page.) OPTION2  instructions 
are identical to the OPTION instructions from Appendix A. The only way that OPTION2 differs is that both subjects 
in the role of Investors and subjects in the role of Trustees received both room A and room B instructions. 
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Room B Decision: (The instructions given to your counterpart) 
You will be anonymously assigned to a Room A counterpart who drew your number randomly 
from a box with the numbers 1 through 10 inside.  This person will be your counterpart for the 
entire experiment.  Your counterpart will make a decision that can affect your earnings in today’s 
experiment.  He or she can choose for both of you to be paid $5. Another possibility is that 
he/she will let you determine both of your payoffs.  If he/she chooses this option and you choose 
“U”, then you get paid $15 and he/she gets paid $15.  If you choose “D”, then you get paid $28 
and he/she gets paid $2.  Your payoff will be determined in one of these two ways.  Your 
counterpart can choose only one of the earnings methods.  We will ask you to make your 
decision on “U” or “D” at the same time that your counterpart makes his or her choice.  Your 
decision will only determine your payoff if your counterpart did not choose the option to give 
you $5. 
 
 
Computer’s Decision:   
After the Room B participants make their decisions, the computer will assign either "U" or "D" 
to each of the ten numbers. The computer has been programmed to assign dollar values to each 
of the 10 numbers in the box according to the decisions made by the Room B participants. What 
this means is that the number of "U" choices made by the computer is exactly the same as the 
number of "U" choices made by the participants in room B. Also, the number of "D" choices 
made by the computer is exactly the same as the number of "D" choices made by the room B 
participants. (Note: while the number of “U” numbers and number of “D” numbers are the same 
as in the Room B decisions, which numbers are assigned “U” or “D” is randomly decided by the 
computer) For example: if five Room B participants choose "U", then five of the numbers 
between 1 and 10 are randomly assigned to have the "U" payoff, and the remaining five 
numbers are assigned to the "D" payoff.  (Note: the numbers used here are only an example and 
not necessarily representative of Room B decisions) 
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Room B (Trustees) Instructions  
 
Thank you for participating in today’s experiment.  You’ve earned a $7 show-up bonus for 
participating.  In reading and following the instructions below, you have the potential to earn 
significantly more.  You have been randomly assigned to Room B.  You will also be randomly 
and anonymously assigned to a person in Room A.  Your counterpart will not be told your name, 
and you will not be told his/her name. 
 
 
You will be anonymously assigned to a Room A counterpart who drew your number randomly 
from a box with the numbers 1 through 10 inside.  This person will be your counterpart for the 
entire experiment.  Your counterpart will make a decision that can affect your earnings in today’s 
experiment.  He or she can choose for both of you to be paid $5. Another possibility is that 
he/she will let you determine both of your payoffs.  If he/she chooses this option and you choose 
“U”, then you get paid $15 and he/she gets paid $15.  If you choose “D”, then you get paid $28 
and he/she gets paid $2.  Your payoff will be determined in one of these two ways.  Your 
counterpart can choose only one of the earnings methods. We will ask you to make your decision 
on “U” or “D” at the same time that your counterpart makes his or her choice.  Your decision 
will only determine your payoff if your counterpart did not choose the option to give you $5.   
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Appendix B 
Instructions (All Subjects): DONTKNOW2 Treatment10 

Room A Instructions 
 

Thank you for participating in today’s experiment.  You’ve earned a $7 show-up bonus for 
participating.  In reading and following the instructions below, you have the potential to earn 
significantly more.  You have been randomly assigned to Room A.  You will also be randomly 
and anonymously assigned to a person in Room B.  Your counterpart will not be told your name, 
and you will not be told his/her name. 
 
 
How you are matched with your counterpart: 
Each of the 10 Room A persons will be matched with a different Room B counterpart for the 
entire experiment.  The experimenter will bring around a box with the numbers 1 through 10 
inside.  The number you draw will assign you to one of the 10 counterparts in Room B (B1 
through B10 coinciding with the numbers 1 through 10 in the box). The number also matches 
you with one of the 10 computer number decisions (coinciding with numbers 1 through 10 in the 
box).   
 
 
Your Decision: 
You have two options for how the earnings for you and your counterpart will be determined in 
today’s experiment.  You must choose exactly one of the following two options: 

• You receive $5 and your counterpart receives $5. 
• Your counterpart is paid according to his/her decision between “U” and “D”, and 

you are paid based on a computer’s choice between either “U” or “D”  
You will not be told what the computer’s decision was unless you choose that earnings option.  
 
 
 
 
 
 
 
 
 
 
 
 
  

                                                
10 OPTION2  instructions are identical to the OPTION instructions from Appendix A. The only way that OPTION2 
differs is that both subjects in the role of Investors and subjects in the role of Trustees received both room A and 
room B instructions. 
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Room B Decision: (The instructions given to your counterpart)   
You will be anonymously assigned to a Room A counterpart who drew your number randomly 
from a box with the numbers 1 through 10 inside.  This person will be your counterpart for the 
entire experiment.  Your counterpart will make a decision that can affect your earnings in today’s 
experiment.  He or she can choose for both of you to be paid $5. Another possibility is that 
he/she will let you determine both of your payoffs.  If he/she chooses this option and you choose 
“U”, then you (room B person) get paid $15.  If you choose “D”, then you (room B person) get 
paid $28.  Your payoff will be determined in one of these two ways.  Your counterpart can 
choose only one of the earnings methods.  We will ask you to make your decision on “U” or “D” 
at the same time that your counterpart makes his or her choice.  Your decision will only 
determine your payoff if your counterpart did not choose the option to give you $5. 
  
 
Computer’s Decision:   
After the Room B participants make their decisions, the computer will assign to each of the ten 
numbers either "U", meaning a payoff of $15 to you (room A person), or "D", meaning a payoff 
of $2 to you (room A person). The computer has been programmed to assign dollar values to 
each of the 10 numbers in the box according to the decisions made by the Room B participants. 
What this means is that the number of "U" choices made by the computer is exactly the same as 
the number of "U" choices made by the participants in room B. Also, the number of "D" 
choices made by the computer is exactly the same as the number of "D" choices made by the 
room B participants. (Note: while the number of “U” numbers and number of “D” numbers are 
the same as in the Room B decisions, which numbers are assigned “U” or “D” is randomly 
decided by the computer) For example: if five Room B participants choose "U", then five of the 
numbers between 1 and 10 are randomly assigned to have the "U" payoff of $15, and the 
remaining five numbers are assigned to the "D" payoff of $2.  (Note: the numbers used here are 
only an example and not necessarily representative of Room B decisions) 
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Room B Instructions 
 
Thank you for participating in today’s experiment.  You’ve earned a $7 show-up bonus for 
participating.  In reading and following the instructions below, you have the potential to earn 
significantly more.  You have been randomly assigned to Room B.  You will also be randomly 
and anonymously assigned to a person in Room A.  Your counterpart will not be told your name, 
and you will not be told his/her name. 
 
 
You will be anonymously assigned to a Room A counterpart who drew your number randomly 
from a box with the numbers 1 through 10 inside.  This person will be your counterpart for the 
entire experiment.  Your counterpart will make a decision that can affect your earnings in today’s 
experiment.  He or she can choose for both of you to be paid $5. Another possibility is that 
he/she will let you determine both of your payoffs.  If he/she chooses this option and you choose 
“U”, then you get paid $15.  If you choose “D”, then you get paid $28.  Your payoff will be 
determined in one of these two ways.  Your counterpart can choose only one of the earnings 
methods. We will ask you to make your decision on “U” or “D” at the same time that your 
counterpart makes his or her choice.  Your decision will only determine your payoff if your 
counterpart did not choose the option to give you $5.   

 


